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Abstract

The overprecision bias refers to the tendency for individuals to betieaitheir predictions are
much more accurate than they really are. We investigated whehpth of overconfidencis
moderated by how tagielevant informatiors obtained. We contrast cases in which individuals were
presentedvith informationabout two optionsvith equal average performanicene with low variance
the other with high variandein experience format @., observed individugderformanceutcomes
sequentially)r description formati(e., presented with a summary of the outcome distributiross
three experimentsve found thathiose learning from descriptidgeanded to beverprecise whereas those
learning from experience were ungecise.These differences were driven by a relativedyter
calibratedrepresentation of the underlying outcome distribution by those presentegxpéhiencebased
information.We argue thathose presented with exjpEmcebased information have better learning due to

more opportunitiefor predictionrerror.
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BetterCalibrationWhen Predicting from Experien¢Rather Than Description)

Robert Nardelli became CEO of Home Depot in December 2000 after an exhaustive external search
by the board of director&ublin, Murray, & Brooks, 2000)Nardelli dramatically overhauled the
company and replaced its entrepreneurial culture of innovative product design with one focused on
relentless costutting. During Nardelli's seveyear tenure, Home Depot stock remained stable while its
competitor Loweds, stock doubledRies, 2007) Subsequently, Condé Na&ortfolio named Nardelli as
one of the AWorst AmENBC,2a00)AfterENardelli cesignekllas CED onme 0
January 3, 2007, the Home Depot board promoted Frank Blake, who had worked diligently at the
company for 5 ye ar-yeartere sSEO, the drpark eodssstepgbatpedonmed
L o we 06 sstocokrisibgtby more than 145% and customer satisfaction increasing steadily each year
(Aluise, 2012)

One of the key differences between the hires of Nih@ed Blake is that the former was brought in
to be CEO whereas the latter was promoted to GEi®ough many factors likely determinédh e b oar d 6 s
CEO decision, the one we focus on here is thethvayoard learned about the capabilities of these two
men Nardelli waslearned about, in a large pargsed on the strength of his achievements as described in
his airriculumvitee and byreferees|n contrastBlake wadearned about, in a large pdrgsed on the
strength of his achievementsdisectly experenced by the board during his time as executive vice
president of Home Depot. Could this difference in learning fofnvettat we will refer to aslescription
versusexperiencd have contributed to the qualitynitelhi t he bo
trying toanswer this questionve draw on two phenomefram the prediction and risky choidiéerature
the overprecision bias and the descriptierperience gap.

A common finding in the prediction literatuiga type ofoverconfidence a | | eoderpregigon i
biarexcessive certainty rjedgmentgMoorg& Hedlye20@BOwes r acy of O
precisioncould manifests theHome Depot board ovasstimating the positive effect of their new CEO

hire on futurestock pricesSuchover-precisionhas been implicated erange of realvorld situations



includingtrading decisiongOdean, 1998)nsurance purchase decisidi$ilver, 2012) and advice taking
(Yaniv, 2004)

A common findinginthe i sky choi ce | it eexperiencean. chacesndle Adescr
between risky optionsftenvary depending on the format by which cheredéevant information is
presenteqHertwig, Barron, Weber, & Erev, 2004; Hertwig, Hogarth, & Lejarraga, 2008 two
formats most frequently contrastiedthis literatureare descriptions and experiencésperience formats
involve the sequentiapresentation of outcome information in the formrafividual statements (e.ga,
daily summary report over a tweeek period read each day &front-line managey. In contrast,
descriptive formats involve th&multaneouspresentation obutcomeand probabilityinformation in the
form of summarystatements (e.ga,quarterlysummary report read an executivdevel managey. The
bulk of this research has found that equivalent risky choice scenarios often produce dprefgesihices
such that those who learn from description appear to chooseaseifstronglyoverweightingow
probalility outcomegHertwig & Erev, 2009)Such adescriptiorexperience choicgap cailld manifest
asafront-line andexecutivelevel managedisagreeing about which workisrthe better performein the
last decade, the descriptiexperience distinction has sparkaadinsights intoa range of relatkareas
includinginvestment risk ppetite(Kaufmann, Weber, & Haisley, 201,3gsponseto climate change
(Newell, Rakow, Yechiam, & Sambur, 2016; Weber, 2066hsumers use ailine review scores
(Camilleri, 2017; Wulff, Hills, & Hertwig, 2014)doctorpatient interactionfLi, Rakow, & Newell,
2009) andresponses to terrorist thre@¥echiam, Barron, & Erev, 2005)

The question posed and answered inplaiseris a simple oneDoes the format by which
information ispresented descriptionor experiencé influenceprediction preisionand, if so, wh® The
answer to this question is important because decisi@kers often have an option regarding the format
with which to receive information, and thus a clear answer to our questiontmukkd to strategically
tailor information Even in contexts/hereinformation format cannot be tailoredy answer to our

guestion could provide needed insigbgardingwvhere to direct déiasing interventions.



The Over-precision Bias

Overconfidence has been definechiimerousvays(Moore & Healy, 2008)Thetype of
overconfidence focused on here is catbegrprecisionandis supported by krge literature
demonstratinghat people have much more confidence in the accuracy of their beliefs than those beliefs
warrant(Moore, Tenney, & Haran, 2019 a typical demonstratiomdividualsare asked to estimate
some uncertain outconiesuch aghe high temperatur@ iSydney on the first day of next sumridry
constructing a confidence interval around it. For exampl&0&b confidence interval is constructed such
that thepersonis 80% sure that the true value falls between imterval limits In most instanceshe hit
rate of these predictioristhat is, the percentage of intervals timafudethetrue outcomei waslessthan
theassigned confidence lev@lloore & Healy, 2008)For exampleSoll and Klayman (20043sked
participants to construct fifty confidence intervals across a range of domains. Qvexall,t i 0% ant s 0
intervals catained the correct answer only 48% of the time.

Several theories have been proposed to explaiovbeprecision biasAccording to an anchoring
account, people provide confidence intervals that are too close to the best d3tmetiey &
Kahneman, 1974)According to a conversational norms account, people prefer to be atfeerat the
expense of beingccuratgYaniv & Foster, 1995)According to a naive intuitive statistician account,
people make estimateaded on a small sample and that sample often underestimates the variance in the
population(Juslin, Winman, & Hansson, 200However,none of these theori¢ss satisfactoity
explairedall of the observed phenome(Moore, Tenney, et al., 2015)

A notable feature of typicalver-precisiondesignss that no learning takes place during the study.
Rather predictionsare based on piexisting knowledge brought into the stutivat wasoriginally
acquired for other purposesidin othercontexts For example, reflean the knowledg you would bring
to bear when making a prediction ab8uy d n eemp@ratureWe believethis approach hinders
theoreticalprogresdecause@ach persohas different knowledge, and thilre sourceof the over
precisionbiascannot be isolatedror examplethe bias may derive from inaccurate knowledge,

inappropriateextrapolation fronexisting knowledge, dooth There ardwo notableexceptions.



First, Goldstein and Rothschild (201d¥xaminedoverprecisionin the context ofiexperiencebased
knowledge. Participants learned about 100 outcomes that were sequentiallyepEsaticipants weax
later asked to estimate their confidence in predicting the outcome of a new sample from the same
distribution. Estimates were elicited by one of several stated formats (e.g., 80% confidence interval,
fractiles) or by asking the participants to buildamplete outcomelistribution using a graphical interface
(similar to the SPIES method; see Haran, Mo& Morewedge, 2010Note that by using this design the
par ti ci p a nrelévantkpowledde was knawhhereforethe researchers could calculate the
accuracy of predictionsi termsoft he di fference bet ween hepgregictpnar t i ci p
of a rational agent with perfect memomheresearchers observéuht after learning from experience,
predictions elicited via the graphical method werecise For examplethe 80% intervals derived from
the graphical interface containdte correct answer 82% of the tinTénis is one of the few occasions in
which overprecision has not been observed andgests thatriguing possibilitythat experiencéased
learning mayhave a different effect on precision judgmehtswever,overprecision was obtained when
measured usingther elicitation method$-or example, thB80% intervalgderived from thestated fractile
methodcontained the correct answast 48% of the time

SecondMoore, Carter, and Yang (2015; Studyekaminedoverprecisionin the context of
fi d e s c thasedtkriowledge Participants were asked to provide estimates to questions that completely
specifiedthe outcomes anitheir probabilities.For example, éottery questionreadi Suppose you ar e€
planning to participate in a lottery game. Each day theme63% chance you will win $1 and a 40%
chance that you will lose $1. How much moneywilly end wup wi t Noteafainbowthe 0 0 d ay
parti ci pa nrelévant kpowledde was kinawn and therefore the researchers could calculate the
accuracy opredictions.Theresearchers observéuht, after learning frondescription predictions were
inaccurate. For exampléhe 90% confidence intensatontained the correct answé&% of the time
Interestingly this over-precisionwas due to the intervals beingneredon the incorrect valueather than

beingtoo narrow. In fact, the intervals weien averagemuchwider than necessary.



Our literature revievhighlights severalessonsFirst, taskrelevant knowledge can be acadrin
two differentways- experienceand description and the degree afverprecisionmay vary as a function
of this information format. However, no study hyas directly compamtthese formats in terms ofer
precision Second, the size of tliwerprecision bias is moderd by the elicitation methodhis
suggests that it may be prudent to use multiple elicitation methods although there are good reasons to
prefer methods that elicit tromplete outcomdistribution(see Haran et al., 2010, for a discussion)

Third, it is theoretically useful to study owverecision in contexts whetaskrelevant knowledge is
controlled so that knowledge differences can be ruled out, and predictions can be compared to optimal
responses.

Fourth,there are a number of different ways that gmeacision can be operationalizéithe most
common ighe graip-level percentage of confidence intervals that end up including the realized outcome
which we call théhit rate. Confidence intervalsanbec al | egpreever o i f the hit
targeted confidence intervalnatherindication ofoverprecisionis theinterval width An intervalcan be
cal | egr fecv asmarrowerfthais tvarrantedelative to the true outcome distributi@re., more
precise than the empirical or true distribuioviet another indicator is the mean absolliféerence
between the estimated and true probability of each possible oytadriech we callcalibration. The
smaller themean absolute differentke better calibratedrinally, and perhaps most confusingly, the
different ways that oveprecision can beperationalizedanconflict. For exampleMoore, Carter, et al.
(2015)observedhatestimates were both ovprecise (in terms of hiate)but alsounderprecise ih
terms ofinterval width. This is possiblebecause¢hehit rate is evaluated relative to the obtained (or mean
expected) outcome whereagerval widthis evaluated relative to the treetcomedistribution We
believe that interval width isot a good measure of prediction precision. Thiseisausa person can
perfectly matctthe variance and shape of the true outcome distributibosclassifying agiprecis@in
terms ofinterval widthi andyet be entirelywrongwith all predictions because the distribution is
misplacedrefer to AppendipA for further discussion)Although hit rate can alsde problematic

(because an interval of infinite width may achieve a perfect hit rate at the expansggpctical valug



it is the most common operationalization of precision and thus useful to tevitfeexisting literature
Thereforewe decided to limit our analysis (1) hit rate, which woul@oarselydefine whether a group
was over precise, precisa@r underprecise and (2)calibration whichwould definehow closely the
provided outcome digbution matched the true outcome distribution
The Description-Experience Gap

In the context of risky choiceit,has beerargued that aontinuumexistswith regards to how
uncertaintyinformation is presente@Camilleri & Newell, 2013) At one end of the continuum is
fearipncebasedo information in which individual outco
probabilities can only be inferrdd.g., Goldstein & Rothsdll, 2014) At the other end of the continuum
isidescitiapteidon i nf ormati on in which outcomes and th
summary(e.g., Moore, Carter, et al., 2015)

The major observation from this stream of research is #gtlp tend to make choices as if giving
less weight to rare outcomes that are experienced vitysses that ardescribedHertwig & Erev, 2009;
Rakow & Newell, 2010)In a typical demonstration of thiglescriptiorexperience gap participants are
presented with a binary choice between & sgition, which pays one outcome with certainty (e.g., $3),
and a risky option, which pays one of two outcomes with some probability (e.g., $4 with 80% chance,
otherwise $0). Participants in the description version of the task are presented with a ssiate@igNt
outlining the outcome distributions associated with eagtionand then asked to choose a preferred
option. Patrticipants in the experience version of the task must sequentially sample individual outcomes
from each option, in any order and asoftis desired, and are then asked to choose a preferred option.
The choice tasks can be considered equivalent in that the sampled outcomes by those in the experience
group are randomly selected from the same distributions that are stated to thosesorthgategroup.
Hertwig et al. (2004jound that 36% of people in the description group preferred the risky option (i.e.,
80% $4) to the safe option (100% $3), whereas 88% of people in the experience group preferred the risky
option to the safe optioMore recent researguggestshat this gaps robustacross a range of different

contextsand problemgwWulff, Canseco, & Hertwig, 2018However, there are some contexts where there



is no gap(Gléckner, Hilbig, Henninger, & Fiedler, 201 @articularlysituations in which a smiadample
of perfectly representative outcome®iservedCamilleri & Newell, 2011)

A number oftheorieshave been put forward to explain the descriptaperience gafsee Hertwig,
2012 for a review)According tooneearlyaccount the gap occurs because people systematically
misrepresenpptiors dutcome distributiongFox & Hadar, 2006)For example, people mayerestimate
the probability of are eventsvhen learning frontescriptionbut underestimate them when learning from
experienceln order to assess this theorgyeralstudieshave asked participants to provide subjective
estimates oéxperiencedutcome probabilities. These studiggically presenparticipans with a list of
potential outcomes and thaskthemto explicitly state the probability of each outcome occurrkagy.
example,imnest udy, participants were asked to fild]l i n t
(Gottlieb, Weiss, & Chapman, 200T) generalwhen using these methqgeople producestimates
that are well calibrate(Fox & Hadar, 2006pr thatoverestimaténot underestimatenrdy experienced
eventgBarron & Yechiam, 2009; Camilleri & Newell, 2009; Hau, Pleskac, Kiefer, & Hertwig, 2008;
Hertwig, Pachur, & Kurzenhauser, 2005; Ungemach, Chater, & Stewart,. 7008)there idittle
support for the notion that thlgap is driven byystematically misrepresauatoutcome distributiorts

Despite théburgeoning literature xésting observations shdittle light on howdescription and
experiencebased knowledge might modergt@dictionprecisionfor three reasons. Firghostprevious
studies asked participantsastimatethe outcome distribution that had besservedn the pastather
than the outcome distributiqpredictedin the future Secondmostprevious studieslicited estimates
only for experiencébasednformation and not descriptieimased informationThird, mostprevious

studieshave preventegarticipants fronindicaing a belief in future outcomes occurrinthat were not

11t is worthwhile to cl-eatril matdé &ed md tibesshtdirOmaetretoe rinss afi otveerrm t ha
belief in the probability that an outcome will occur. If an outcome has a 20% chance of occurring and yet a person belteves that i

has a 30% chance of occurring, then we would say this person has everi mat ed t he 2Me% gdutoc d mse.a it @wan
relates to how much impact an outcome has when making a choice. Haeiskt r a | person prefers A$3 wit
over Nn$4 with 80% probability, el saveigh®dthe $Q duteome. Where avwnahyd s ay t
reasons person might oveweight an outcome, and ovestimating its likelihood is just one of them.
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part of theoriginal objectiveoutcome distributionThereforejn this literaturep ar t i c i pradicteds 6 t r u e
outcome distribution has remainedknown
Hypotheds Developnent

It has been argued that the braim be thought of ashypothesigesting,predictiormachine
(Friston, 2005; Holvy, 2013) Indeed, grimary function of memoris to predict the futurésee Schacter
et al., 2012 for a reviewrormat dependestifferences in prediction and, more specifically, the precision
of those predictions could occur at two stages. First, there could be differences in how (the equivalent)
information is encoded and represented in the mind. Second, thédéeatifferences in how that
information is used to generate predictions. In this papeargue thatlifferencesobserved in prediction
(i.e., the second stage) begin with differences at encodinglfedirst stage

According toseveral influentibtheories, ¢éarning occurs via prediction errqMdackintosh, 1975;
Pearce & Hall, 1980; Rescorla & Wagner, 197 prediction error refers to the discrepancy between
whatoccurs and what wawedictedto occur(Den Ouden, Kok, & De Lang@012) Experimental
research has confirmed thaediction errors producgurprise whichis crucial for learnindKamin,
1969) Note that the experience format, where outcomes are presented sequentially, naturally atlows for
surprise The presentation of each outcome affaadspportunity to makerimplicit predictionabout
the next outcomeexperience a prediction error, and improve learning. Consistent with this ideasthere
considerable evidence demonstrating that learning from experience |legasitppreciation for
properties otheunderlying distributior{Hasher & Zacks, 1979; Hasher & Zacks, 1984; Hogarth &
Soyer, 2011; Kaufmann et al., 2013; Zacks & Hasher, 20@igh there are some environments where
this is not the casgiogarth, Lejarraga, & Soyer, 2015 deed, repeated performancedkack has been
shown to improverediction accurac{Stone & Opel2000) It is, thereforeno surprise thatnany
experiencebased choice models incorporate a predietionr componenfsee Erev et al., 201dp
contrast, the description format, which summarises the entire outcome distribuisingle statement
does nonaturallyallow for asurprise There is no opportunity to make a prediction, experience a

prediction error, and improve learning. Consistgith this idea, there is evidence that learning from
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descriptioncan leado poorappreciation for properties of the underlying distribuiiGamilleri &
Newell, 2009; Erev, Glozman, & Hertwig, 2008; Gottlieb et al., 2007; Hawkins, &;l@ankin,
Pasqualino, & Newell, 2015; Hoffrage, Krauss, Martignon, & Gigerenzer, 2015; Hogarth & Soyer, 2011)
Therefore, it seems reasonable to expect that people learn the properties of an outcome distribution better
from experience than description.

If predictions ae based on the stored representation obthieome distribution, then a relatively
goodunderlying representation of the outcome distributidren learning fronexperienceshould
produce a number of measurable downstreansequencd®r predictions For example, we would
expectbetteroverall calibratioranda hit rate in line with the confidence intervarget Additionally, we
wereinterested irp e o pdredictien of &treme events. An extreme event is one that is distant from the
mean.Extreme events also tend to be rare; thdtasgehistorically low occurrencéle focus on extreme
events becaussxcessivaelief in sucheventscanhavealarge impact omehavior(Lichtenstein, Slovic,
Fischhoff, & Combs, 1978onsequently, much of the research in the riskyoeh especially the
descriptionexperience gafiterature has focused on skewed distributions with rare, extreme events
which is wherave begin our investigation, to@neconsequencef theexpectedoor outcome
distribution by those learning frodescriptionis more random predictionghich would manifest as a
higher expectationf extreme events.

Our conceptual development leads to the followiorgnal hypotheses:

H1: When asked to predict fuRioutcomes:
A: average confidence interval hit rate will be higher for those presented with
informationin experiencdvs. description) format.
B: averagecalibrationwill be betterfor those presented with informatiomexperience

(vs. description) formta

2 Given that we did not disclose the causal mechanism underlying the outcome distribution, we proceeded under the assumption
that it would be rational to predict a future outcome distribution that was equal to the past outcome distrilpraatice we

did not expect the average participant to simply predict exactly the presented outcomes. Rather, we expected participants to
invent a plausible causal mechanism and then try to predict future outcomes based ofigtenfecenation the invented
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C: fewerextreme events will bpredicted bythosepresented with informatioim
experiencdvs. description) format
H2: When asked to recall past outcomes:
A: averagecalibrationwill be betterfor those presented with informatiamexperience
(vs. description) format.

Finally, acore assumptionf our conceptualization is that predicticarsd choice rely on the same
underlying knowledge representations. This assumption is consistent with many current theories of choice
(Kiani & Shadlen, 2009; Merkle & Van Zandt, 2006; Moran, Teodorescu, & Usher, 2015; Pleskac &
Busemeyer, 201; Ratcliff & Starns, 2013; Van den Berg et al., 20T8)erefore, we were also interested
to explore how well estimates of the underlying outcome distribution predicted choices.

The Experiments

To explorehow theoverprecision biags moderated by the format in which infieation is
presented, we conductdtteeexperimentsin each experiment, we presented the participant with
information regarding the performance of a consistent worker and an inconsistent worker with equal
average outcomes over a-d@y period. We manipuled the format in which worker information was
presented. Participants were asked to fire one worker and retain the other. Participants were then asked to
make predictions about e aExperimeotiyhiehrtestedHfAMeur e per f o
preseted participants with information in the descriptimnexperience formaand then asked for
explicit confidence intervaldn Experiment 2which tested HABC and H2 we introduced new
problems, anelicited the entire outcome probability distributiortiwviespect to what had been observed
in the pasbr what was expected to be observed in the futarExperiment 3, whictestedH1ABC, we
examineda broader range of choice problems using an incentivepatible design.

Our research makes a number oftdbutions to the literature. Substantivelye contribute by

answering the question of how the oyeecision bias is moderated by the way that information is

causal nechanismand some kind of prediction mechani@gaissmaier & Schooler, 2008; West & Stanovich, 2003). We expand
on thisinterpretatiorin the General Discussion.
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learned. In short, we find that those who learn from description tend to bereegse (i.e.the group
confidence interval hit rate is less than the target) whereas those who learn from experience tend to be
underprecise (i.e., the group confidence interval hit rate is more than the tdiget)s an important

finding becausehistorically, overprecision has been very difficult to eliminatet alone revers@Moore,
Tenney, et al., 2015Additionally, we revealthat those prgented with information in experience format
tend to learn the underlying outcome distributitterthan those presented witlescription Thisnon

intuitive observatiorsuggest that precision differences begin with what is learned rather than how that
information is used. Finally, we showcklseconnection between the predicted (vs. recalled) outcome
distributions and choice preference, suggesting that both judgments and choice derive from the same
underlying representations of the alternative options.

Methodologically, we contribute by designing a proceduretiphatly controls the information that
people have when making a predictitiius overcoming a limitation of previous studies in which
researcher s wer e bpredictiorreevantkeosvledge. Addittomallycwie dexeatop 6 s
method to collect probability outcome distributions ttie¢snot rely on understanding probabilities
which is a barrier for many participantsnkily, we allow participants to express belief in outcomes that
theyhave never previously obseryved t hus capturing a truer representa
outcome distributiothan most previous research

Theoretically, we contribute by discussing a unique account for our observationsteaettierg for
those presented with the experience format due to more opportunities for presfiairofhis is a unique
mechanisnrarelydiscussed in the ov@onfidence and descriptieexperience gap literature that is
nevertheless fundamental to humaarhing.Additionally, we sketch out an exemplaased model that
could be used to make additional hypotheses about judgment and leblodagéorwhen learning from
description and experience. Finally, we contribute to the descripkparience risky chogliterature by
providing a novel explanation for the descriptiexperiencegap a higher expectation for previously
unobserveautcomes, whicloften manifestsasa higherbelief inrare,extreme outcomes.

Experiment 1
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The purpos®f Experiment lwas totestH1A. To do this we presented participants with information
in thedescription format, experience format, or balensistentvith thebulk of exigting literature we
askedparticipants tceexplicitly generatea 90% confidence interval for th@edictedfuture performance of
each workerWe began our investigation with a single choice problem in which the inconsistent worker
sometimes performed well belaive mean(i.e., a rare, extreme, bad outcome)

Methods

Participants

We aimed to collect datuntil there werenore than 200 participants (i.e., on avera@earticipants
per group. This was an intuitive stopping rul€hefinal sample ofparticipants were 202 Americans and
Canadiangl117 femaleMage=33.4)r ecr ui t ed fr om A marzeschahge foMemy.h ani c al
Final group sizes ranged betwethand51.

Materials and Procedure

Eachparticipant wassked to take on the role ofrant-line manager, compare the performance of
two workers andchoosea keep only one. One worker hednsistent (i.elpw variancg performance
andthe othemworker hadnconsistent (i.e high variancgperformance. The mean performaindéeach
workerwas the samdt was also stated that the maximum number of gadesble on any single day was
20.Before proceeding to thehoice phasehe participant was requirdd correctly answer 3
comprehension questions associated with the instructions.

During the choice phase, the participant wessented with informatioregading 10 days of work
for each worker before having to select one worker to keep. Information about both workers always
appeared on the same screen togeffat is, information about thevo options was presented
simultaneously.

After choosing, participas indicated their level of confidence in ithehoice( How confident are

you that you have selected the best salesperson for théclon® pnascaleof ( iNot conf i dent
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all o) to 10 ( i ENextrparticgpdnts indicate®i% cdnéidertceintervaround each
workersbexpected average future performabgespecifying the lower and upper bouridgpendix B.
On the next page, we attempted to elicit an entire outcome distribution for eacH.dpiialty,
demographiénformation wascollected,and the paitipants were thanked and paid.

Design

The full design involved random allocation to one of four information grdupsever, here we
focus on only the two that have direct relevance to ourthysesFor those in the experience group,
worker performance was presentedralvidual outcomes one at a tiprgdeby-side for each worker
(seeAppendixQ . Specifically, the | ow8§88:8i89nN%E9,@®r ker 6s
=05)and the high varianck9 &80Ker10,40, 8O+ Z.7) whithwec e was
will call Problem 1 Outcomes were presented in one of 18getermined orders that systematically
varied where the rare outcome appeared in the sequéoieethat the average number of sales 8/&s
salesfor both workers. For those in the description group, worker performance was described in a
summary sentence, sithy-side for each worker (ségpendix D°. There was also an option location
variable that determined whether the low or high variance option was positioned on the left or right of the
screenThe twopredictionrelateddependent variables were hit rate &hdice To calculatehe hit rate,
we coded whether (A1060) or not (AO0O0) the elicited

0 ut ¢ o nbeAddit®nally, choicewas coded in terms of whether the high variance option was selected

3 There was no difference in stated confidence between gré(#ps197) = 1.11p = .35. Wedo not discuss this measure any
further.

4 For each optionye askedparticipants to adjust 21 bars indicating the probability of each potential outcome. We decided to
leave out analysis of this question in light of feedback from participants thatdhisas confusing to use. In particular, many
participants struggled with the fixed sum nature of the tool. Another pilot study using only this 21 bars measurexfleitno e
confidence interval) was also conducted, which we also do not report o faurtie reason. In Experiment 2, we designed a
more intuitive question to elicit the entire outcome distribution.

5 The additional groups comprised participants who were given both descrimidexperiencbased information (either
description then expience or vice versa). For ease of exposition and because these groups do not bear directly on the key
hypotheses under test, we do not consider them in the main manuscript. However, full details can bé\fiperdiin E.
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We analyzedthe data using logistical regression withmatas the independent variabl¥e also
entered the counterbalancing varialolption location as a covariatd-or all experiments, we report all
effects that passatie significancehreshold jp < .05).To maintain clarity, ingeneralwe reportn
footnotes anignificant effects that are unrelated to the hypotheses.

Hit Rate

The hit rate of the 90% confidence intervals for each option is preserfagline 1 Overall, the
results support HA. For thelow variance optionthe hit rate was significantly higher for those in the
experience (vs. description) grqup(Ns= 100) = 6.42 p = .0L. Follow-up analyses revealed thaehit
rate for those in the experience group was not significantly different from 8% =51) =0.28 p =
.60, whereas thhait rate for those in the description group was signifitaigss than 90%g*(N = 49) =
10.76 p = .001.

Similarly, for the high variane option the hit ratewas significantly higher for those in the
experience (vs. descriptiog)r o (N 7 10@ = 10.94 p = .0009. Follow-up analyses revealed thhe
hit rate for those in the experience group was not significantly different from 8t®b=51) =2.66 p =
.10, whereas thhit rate for those in the description group was signifidaihess than 90%g*(N = 49) =
10.76 p = .001.

Choice

The proportion ohigh variancechoices was highdor thosein theexperiencegroup(.65) thanthose
in thedescriptiongroup(.35), ?(Ns= 100) = 9.22p =.002

To investigate the connection between choice and estimates, we computed a variable predicting
whetherthelowor hi gh variance option was expected to be
confidence intervalsSpecifically, we subtracted the impliedd-point of the high varianceonfidence
intervalfrom the impliedmid-point of the low varianceonfiderce Based on this exercis43 people
(67% in the description group) were predicted to choose the low variance @ttjpeople 83% in the
description group,) were predicted to select the high variance optio@lg@bple(38% in the

description group) had no prediction (because of emigpointy. The proportion of choices correctly
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predictedfor cases when a prediction was pbhlsivas0.87, whichis significantly higherthan chance
(N =79) =49.5Q p < .0001.Therewas no differencen the proportion ofchoices correctly predicted
between formatsz?(N = 79) = 0.01p = .92.
Discussion

The results oExperiment 1 provid@itial support forour conceptualizatiorBased on observed hit
rates H1A was supportedhosewho learredfrom descriptionwereoverprecise(i.e., interval hit rate
lower thanthe 90% targdtwhereashose who learedfrom experiencavereprecise (and, if anything,
trended towards beingnderprecisewith aninterval hit rate higher thatme 90% targét

Althoughwe made no explictiypothesigegarding choice patternsur observationseplicatel the
classicdescripion-experience choice gaphose who learned from experience were more likedy
those learning from descriptida choosethe high variance option. This pattern is consistent thibise
learning fromdescriptionoverweightingandbr overestimating thdikelihood of therareevent, which in
this case was an extrenfbad outcome (i.e., much lowdghan the mean outcoméiiterestingly we
found that choices could be predicted much better than chance when given the (inferred) average outcom
from each option. This resuftvealsa tight connection between estimates and choice, though the exact
nature of this relationship cannot be determiwbeén relying orthe very coarse hit rate variab\e
explore this inding further in Experiment 2.

Experiment 2

The purpose of ExperimeBtwas to tesH1ABC and H2 To do thiswe askedalf of the
participants to report on outcomes predicted in the future @spariment } and askedhe other halfo
report on outcomes observed in the past. replaed the explicit interval question withnovelone that
elicited the entire outcome distributigrithout mention oforobabilties This allowed us to test whether
H1A was robust to different elicitation methods, and glsomitted us to evaluate tealibrationof the
predicted outcome distribution relative to the true outcome distrib(itanmean absolute errofi
Experiment 1, the descriptidmsedstatement was probabilistic, which research shows can be ditbicult

understandGigerenzer & Hoffrag, 1995; Gottlieb et al., 20Q7)herefore, in Experiment 2, we replaced
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probabilistic information with frequency informatiofio improve generalizability, we designed two new
choice problems: one in which the inconsistent worker sometimes perfornidublogl the meafi.e., a
rare, extreme, bad outcomapd the other in which thHaconsistent worker sometimes performed well
above the meafi.e., a rare, extreme, good outcome).

Methods

Participants

We aimed to collect data until there wenere than 60 participants (i.e., oaverage 7Pparticipants
per group. This was an intuitive stopping ruded larger than Experimehtgiven the more complex
design Thefinal sample oparticipants wer®04 Americans and Canadiar®1(l female, Mge= 32.3)
recruied fr om Amaz on 0isexbhangehfer moneyanal grdup sizks ranged between 71
and 80.

Materials and Procedure

The procedure was identical Experiment 1 with the following change: after the choice phase,
instead of proviahg explicit confidence intervalghe participant was required to generate an outcome
distribution for each worker by stating 10 outcomes for each waxke that this appaxhallowed
participants to enter values larger than 20 even though it was stated in the instructions that this was not
possiblein the scenario

Design

The participants were randomly allocated to one of eight groups accordiyRy@blem:1 vs. 3 x
2 (Format: Description vs. experience) x 2 (Estimate type: Past vs. future estimation) kmibjeets
design.

Problemwas manipulated via the composition of the ten outcomes associated with the high variance
option. ForProblem 1the high varianception outcomes werd:, 1, 10, 10, 11, 11, 11, 11, 12, BI)=
4.3). Problem 1, therefore, featured a bad extremteomethatwasalso rarg(i.e. 1) For Problem 2the
high varianceoption outcomes weré&, 6, 6, 6, 7, 7, 8, 8, 18, 18D = 6.8) Problem 2, therefore, featured

a good extremeutcomethatwasalso rarg(i.e., 18) For both problemghelow varianceoption
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outcomes wereB, 8, 8,9, 9, 9, 9, 10, 10, 18 = 0.8). Note that the average number of sales wat®®.0
all problems and hbptions.

For those allocated to thesktriptioninformation format, worker performance was described in a
summary sentence, sitig-side for each worker (ség@pendix B. Unlike Experiment 1, the sentence did
not make reference to any probabilitiesr thoseallocated to the experience information forpvabrker
performance was presentedirgdividual outcomes one at a timgdeby-side for each worker (see
Appendix Q. Outcomes were presented ineoof 10 predetermined orders that systematically varied
where theextremeoutcomes appeared in the sequence.

For those allocated to the past est Thinkhaek: t ype,
please recall as best you can how manysjditee name of the workegdchieved each particular day
For those allocated to the future esThnkiawas: t ype,
please estimate as best you can how many ghkesiame of the workemkill achieve each grticular
dayo (SeeAppendix G.

To calculate the implied 80% confidence intervals, we ordered the provided 10 outcomes from
smallest to largest, and then eliminated the first and last outcomes. To cdtwelateate, we coded
whet her ( Ad)o)t hoirs niomp I(ifedd i nt er val i ng)Toded t he t
evaluate thealibrationof the provided outcome distributions, we examined the rabaaluteerror
betweerthe estimated likelihood @fach outcome aritietruelikelihood of eactoutcome after arranging
both in order from lowest to highe&ior each option we also computed a variable capturing the average
proportion of fextreme outcomesod in the estimated
outcomesvereoperationaltedas | ess t han A Jkesewvaluesvere ehosenrsamewhatl 7 o .
arbitrarily but arerobust to a sensitivity analydiseefootnote6).
Results

We analyzedthe data using ANOVAndIogistical regression witformat problem estimate type
and their interactions all entered as independent variablesiso entered the counterbalancing variable,

option location as a covariate.

1

r
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Hit Rate

Thehit rateof the implied 80% confidence interval for each option is presenteijime2. As in
Experiment 1H1A was supportedVhen making a prediction about the futupe the low variance
option,thehitratewas si gni fi cantly higher for th¥Nse in the
304) = 11.03p = .0009.Follow-up analysesevealed thathte hit rate for those in the experience group
was signif i cant?Ny137)i=dhd®p= 0001 avhere@sttdt rateéor those in the
description group was not?Nsil4g)ri0L8Bpc.6nt |l y di fferent

Similarly, when making a prediction about the future for the high variance optidmit tlae was
significantly higher for those in the experier(gs. description) group 2(Ns= 304) = 11.42p = .0007.
Follow-up analyses revealed thhehit rate for those in the experience group was significantly higher
t han 2BNO=%57)=c1.74p = .03, and thdit rate for those in the description group wagnificanty
lowert han BNE=%47) =&.16p=.01.

Calibration

The average estimated likelihootleach outcome is presentedrigure 3 The observations support
H2. When recalling past outcomes for ther variance optiongalibration was significantlybetterfor
thosein theexperiencdvs. description group F(1, 295 = 18.24 p < .0001. Similarly, when recalling
past outcomes for the higlariance optiongalibration was significantlybetterfor thosein theexperience
(vs.descripion) group F(1, 295 =24.94 p < .001.

The observations also suppbtiB. When making predictiorabout the futuréor the low variance
option, calibration was significantly better for those in the experience (vs. description) gréL299) =
17.59,p <.0001 Similarly, whenmaking predictions about the future for the high variance option
calibration was significantly better for those in the experience @escription) grougs (1, 29) =20.39
p < .0001.

The observations also suppbtiC. When making predictions about the futfioe thelow variance
option,the proportion of extreme outcomes was significaloiyer for thosein theexperiencdvs.

description) group F(1,299 =19.18 p < .0001.When making predictions about the futfioe thehigh
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varianceoption, the proportion of extreme outcomes was significalatlyer for thosein theexperience
(vs. descriptiohgroup F(1,299) = 14.51 p =.00Q2°.

Choice

The proportion of choices made in each group is presentédune 4 Estimate type was ignored
becausetahe point of choice this factor was not yet implemenggnificantly morehigh variance
choices were made by those in the descripisnexperiencey r o &= 664) = 978, p = .002.
However, this effect was q’Na&b04=il@dp=hb0p2, iadicatinggni f i c a
that the difference was driven Byoblem2 in which the extreme outcomes good

To investigate the connection between choice estinaes we computed a variable predicting
whether thdow or high varianceptionwas expected to Iselected based onthea r t i gelafva nt 6 s
outcome distributions. Specifically, we subtracted the implied mean dighesarianceoutcome
distribution fromthe implied mean of thiew varianceoutcome distribution. Based on this exercise, 275
people(47% in the description groupere predicted to choose tlmav varianceoption, 244people (42%
in the description groupwere predicted to select thegh varianceoption, and 85 peopl@1% in the
description grouphad no predictionbecause oéqual means)he proportion othoices correctly
predicedfor caseswhen a prediction was possiligeshown in Figure 5 Predidion successvas
significantlyhigherwhen based on future (vs. past) estimai#bl = 519) = 23.54p < .01, and there
was no effect of format?(N = 519) = 0.42p = .51}.

Discussion

8 There was also a significarffect of problem typeF(1,299) = 6.62p = .01, reflecting thathe proportion of extreme

outcomes was significantlpwer for Problem 2 (vs. 1Results when extreme outcomeaso p er at i onal i sed as | ess
mo r e t hRonthefodvariance optiondescription ¥ = 0.8) wassignificantly higher than experienci! & 0.01), F(1,

299 =13.79 p =.0008. For the high variance optiodescription ¥ = 0.12) wassignificantlyhigher than experienc(=

0.09,F(1,299 =73L,p=.00/.Resul t s when extreme outcomes operkotthedkowal i sed a
variance option: descriptiod= 0.13) significantly higher than experiendd & 0.03), F(1, 299 =19.75 p < .0001 For the

high variance optiordescription M = 0.25 wassignificantly higher than experienck! & 0.16), F(1,299 =18.84 p < .0001.

" There was also a significant effectagftion location ¢3(N = 604) =4.04, p = .04, reflecting that morénigh variance choices

were madevhen that option was positioned on the right hand side of the screen.

8The analysis alsorevealedd gni fi cant ef f2Ne=5619f=b1r27 p=r.0808,Ireflecting betierecalibration for

problem 1 (vs. 2)
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The results oExperiment2 reinforce and extenthoseof Experiment 1 Supporting H1A, we
observed that thevarage confidence interval hit rat@shigher for those presented with informatian
experiencdvs. description) formatVhereas those learning from experience tended to be-pneldse
(i.e., 80% intervals contained the mean expeotgdomemore than 80% of the time), those learning
from description tended to be ovarecisefor the high variance optiofie., 80% interals contained the
mean expectedutcomeess than 80% of the timey precise for the low variance option (i.e., 80%
intervals contained the mean expeaeitcomeapproximately 80% of the timeln this experiment, we
were able to more clearlynderstandhe source of this discrepaniy eliciting the entire outcome
distributionfor past and predicted outcom&sipporting H1B the outcome distributiomf those who had
learned from description wepmorly calibrateccompared taghose who had learned from exgnce.ln
particular, those who learned from description were more likely to expect extreme outthises.
observatiorsuggestdetter encoding of information by th® who learned from experien&=tter recall
of the presented outcome distribution tlated into better futurpredictions.

We found a descripticexperience choice gap in one out of the two problexasninedn
Experiment 2A clue to theoccurrence of thgap in one problem but not the other can be found in future
estimates summarised figure 3Panel A. As can be seen, there is little difference between description
and experiencbasedpredictions forutcomes 8, 9, and 10, Rroblem 1 but a largdifference for
Problem 2. Therefore, the gapRnoblem 2may be diven by those ithe descriptiongroup
overestimating the number of (low outcome) extreme events associated Wit treriance option.

A final noteworthy result is that we were able to correctly predict over 86% of choices by simply
comparing t he mesamated fuure otitdorae dstpbutiors.nThisfinding lends support to
the idea that estimates and choice are based on the same underlying representations. It is also important to
note thathoice prediction wasignificantlyworsei closer to 67% whenbased oncomparing the
means of the optionds recalled outcome distributi
use or transforntheir stored representation of the outcome distribution when making a prediction.

Finally, e in Experiment1, wefound no effect of format otihe proportion othoices correctly predicted
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This result suggesthat despiteformatdependent differences in what was learriedse underlying
representations are used in the sametaapuide a choiceNereturn to these ideas in the General
Discussion.
Experiment 3

The purpose of ExperimeBtwas to again teshe first three hypothesaghile addresgg some
limitations assoecited with the first two experiment&irst, the earlier experiments relied on a sample
recruited from Amaz o n,dhe eaMe expesiments didinaotdntivizek . Sec ond
participants based on thgirobability estimatesand choicesThisdesignmight threaten the validity of
our conclusions if one information format wiakerently more interestinguch a concern woulae
eliminated ifour earlierobservations replicated in a context where Iprtibability estimateandchoices
wereincentivized Third, the earlier experimentssedchoice problems in whicthe high variance option
was associated with a skewed distributidmerethe rare outcome was also the extreme outcome and
locatedwell above or below the meafhesechoiceproblans might threaten the validity of our
conclusionsdecause the opportunity to overestimate (vs. underestimate) extreme outcomes was not equal.
For example, if those presented with descriptiased information naturally have a greater tendency to
overestimée rare outcomes, then this group would always prothssewell calibratedistributions when
rare outcomes are also extreme outcorSash a concern woulge eliminated ifour earlier observations
replicatedin problems thahad a symmetricalistribution thatseparatedhe rare and extreme outcasne
particularly if therare outcomevas alsdhe mean outcome

To address these concerBsperiment Jelied on a different sample groupas incentive
compatible, andised new choice problenfdne of the most important new choice problems was
structured as follows: 3 with40% chance, 9 witla20% chance, and 17 wi#h40% chanceNote thatmn
this problem, the mean outcome is 9, the rare outcome is also 9, and the extreme outcomes &re 3 and 1
Therefore, if those learning from description simply egstimated the rare outcome, they would also be
overestimating the mean outcome, which should result in higher hit rate. In caattaist possibility

we again predicted that those learnirapirexperience would learn the underlying outcome distribution
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better, which would be reflected in bettalibration(i.e., H1B)and higher hit rate§.e., H1A)
Importantly, we were expectirtgese prediction® holdacross all four different problemitus
predicting no interaction between format and problem.

The prediction for H1G fewerextreme eventpredicted bythosepresented with informatioim
experiencdvs. description) formdt is morenuancedThis prediction is based on the expectatiomofe
random predictions by those in the description group, due to poor learning of the true outcome
distribution. This prediction makes sense when the true outcome distribution is normally distributed or
skewed becaudqeandon) predictions of extreme outoteslikely reduce calibrationHowever, when the
true outcome distribution is symmetrical and contains many extreme outcomes, such as the problem
outlined above, then random predictions of extreme outcomeginaayertentlyymprove calibration
Therefore, we expeetlan interaction between format apgbblemfor the high variance option.
Methods

Participants

We aimed to collect data until there wenere thar?00 participantswhich waschoserto obtainat
least 90%power to detect a smaib-medium effect sizeThefinal sample oparticipants were 22
Australians (174 femal@lage= 20.6)recruited froma public university undergraduate student pool in
exchange for course credRarticipantsalso had the opportunity to earn cash contingemutcome
distributionjudgments andhoicesmade during the experiment, as well as a lotteryductedafter the
experimentFinal group sizes ranged betweeld and118.

Materials and Procedure

The procedure was identical to Experiment 2 with the following chakgrss;participants made
four (rather than one) evaluations between pairs of workers. di@itewas described arresponihg
to a different part of the countrgorthreast, soutteast, northwest, and soutlvest.Second, we made the
experiment incentive compatible by paying 1 out of 20 participants based on their choioastend
calibrationof judgments about theutcome distributioriseeAppendix Hfor instructions) Thechoice

payment wasperationalzed asthe average l-@ay future performance of one randomly selected worker
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the participant had chosém keep. Thesalibrationpayment wasperationaltedas thesummed absolute
distance betweethe forecastd andpastpercentagef salesfor the same workeiThird, the estimated
salesvaluesfor each day were restricted to be between 0 anavBiech was consistent with the
instructions stating that 20 was the maximum number of sales per day per.\Wwotkéh, participants
made predictions futaréperfoafarcait t he wor ker 6s

Design

The participants were randomly allocated to one of eight groups accordidgRy@blem:1 vs. 2
vs. 3 vs. 4x 2 (Format: Description vExperiencg mixed-subjects desigrProblemwas manipulated
within subject andormatwas manipulatetetweensubjects In addition, there were two counterbalance
variablesproblem orderandoption location Theproblem ordewariable determined the order in which
the four problems were presentmctording to d atin squareTheoption locationvariable determined
whether the low or high variance option was posétbon the left or right othescreen

Problemwas manipulated via the composition of the ten outcomes associated with the high variance
option. For Problem lhe high varianception outcomesvere:1, 1, 11,11, 11,11, 11,11, 11,11 (SD=
4.2). Problem l1thereforefeatured a badxtremeoutcome(i.e., 1) thatwasalso rareFor Problem 2, the
high varianceoption outcomes wer€, 7,7,7,7,7,7,7,17, 17 (SD= 4.2). Problem 2thereforefeatured
a goodextremeoutcome(i.e., 17) thatwasalso rareFor Problem 3, thhigh varianceoption outcomes
were 1,1,1,1,9,9,17,17,17, 17 (SD= 7.5). Problem 3thereforefeatured both bad and goestreme
outcomeghat were not rard=or Problem 4the high varianceoption outcomes werd, 1,9, 9,9, 9,9, 9,
17,17 (SD=5.3). Problem 4thereforefeatured both bad and goedtreme outcomethat were also both
rare.For all four problemsthelow varianceoption outcomes wer@, 8, 8,9, 9, 9, 9, 10, 10, 18D=
0.8). Note that the average number of sales watBdl problems and all optionEormatwas
manipulated in the same was in Experiment 2.
Results

Our analysis relied on a serieslioear mixed-effectsmodels (LMM) and generalized linear mixed

effectsmodels(GLMM) . We preferred the mixeeffects model becausefigxibly enablasthe modeling
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of correlated data inherent to the nature of our desigwithout the violation of important regression
assumptiongDemidenko, 2004)n all modelsthe participantlID was entered as a random effect. We
enteredormat(coded 0 =description 1 =experiencg problem(coded 12, 3, or 4), and their interaction
as independent variabléd/e also entered the two counterbalancing variabf@®blem orderandoption
locationi ascovariates.

Hit Rate

Thehit rateof the implied 80% confidence interval for each option is presenteijime 6 To
analyze this variable, we enterddt rate (coded 0 = Fail, 1 = Success) as the dependent variable in the
binary logistical regression GLMMDverall, the results again suppH1A. For the low variance option,
thehit rate was significantly highefor those in the experience (vs. description) gréifft, 916) = 19.77,
p < .001, and there was niateractionbetweerformatandproblem F(1, 916) = 0.68p = .57. Follow-up
analyses revealed théuethit rate for those in the experience group was significantly higher than 80%,
(N =472 =73.07 p<.0001, whereas tht rate for those in the description group was not
significantly €&N=45608pt=37.rom 80 %, ¢

For thehighvariance option, thhit rate wasalsosignificantly higherfor those in theexperience (vs.
description) groupk-(1, 916) = 8.58p = .003 andthere was no interactidretweerformatandproblem
F(1, 916) = 2.43p = .06. Follow-up analyses revealed thhehit rate for those in the experience group
was signif i cant?Ny47)iE§liBep<.0001,avhere8sQHt rateéor those in the
description group was not significantly diff e nt f (N #9456 01%8 p =c18.

Calibration

The average estimated likelihood of each outcome is preserfgglie 7 To analyze this variable,
we enterecatalibration as the dependent variable in the LMNDs/erall, the results supportlB. For the

low variance optioncalibration was significantlyhigherfor those in thexperiencdvs. description

9 In addition, his analysis revealed a significant effect fsoblem F(1, 916) =6.7Q p < .001, andbption location F(1, 916) =
4.00 p =.046. That is, br the high variance optiothe hit rate was relatively higher for problemar@l 4 (vs. problems 1 and 2),
and when that option was located on the right of screen.
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group F(1, 232) =27.12 p < .001, andthere was no interaction between format and propkgB) 696) =
2.34,p = .070. For the high variance optionalibration was significantly higher for those the
experiencdvs. description group,F(1, 232) = 26.78 p < .001, andhere was no interaction between
format and problen(3, 696) = 0.97p = .41*%.

The observations alssupportH1C. When making predictions about the futéoe the low variance
option, the proportion of extreme outcomes was significdatixer for thosein theexperiencevs.
description)group F(1,232) =10.72 p =.001. When makingoredictions about the futufer the high
variance option, the proportion of extreme outcomes was significafitienced by format-(1, 232) =
4.58 p = .03, problemF(1, 696) = 94.5Q p <.001, and their interactior(1, 696) =8.82 p < .001. As
expectedthe proportion of extreme outcomes was significalatiyer for thosein theexperiencévs.
description)group for Problems 1 and 2 (associated with a skewed distributiom)ebeiho different for
Problems 3 and 4 (associated with a symmetrical distribution with extreme outcomes).

Choice

The average proportion of high variance choices made in each group is preséigede To

analyze this variable, we enterathoice(coded 0= Low variance option, 1 = High variance option) as the

dependent variable in thenary logistical regression GLMM. The analysis reeédalo effect offormat
F(1, 916) =0.29 p = .59, norwas there an interaction betwdenmatandproblem F(1, 916) =1.95 p=
A2

To investigate the connection between choice and estinvegesomputed a variable predicting
whet her the | ow or high variance option was

outcome distributionBased orthis exercise394 people (4% in the description grojpvere predicted

to choose the low variance opti@81people (8% in the description groQipvere predicted to select the

high variance option, ar2D3 people 5% in the description grolipad no prdiction. The proportion of

101n addition, this analysis revealed a significant effecofation location F(1, 232) = 7.01p = .009. That is, for the low
variance optiongalibrationwas sigificantly betterwhen the low variance option was located on the right of screen.
111n addition, his analysis revealed a significant effect fsoblem F(3, 696) = 7.45 p < .001 That is, br the high variance
option calibrationwas significantlybetter for problem 3 (vs. problems 1, 2, and 4).

expec:
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choices correctlpredicedfor cases when a prediction was possities 0.70, which is significantly
higher than chance&?(N = 725 =375.97 p < .0001.A final binary logistical regression GLMM analysis
with proportion ofchoices correctlypredictedas the dependent variablvealed no significant effects
(@lpb s >suggdéstng that the model predictions were equally good for all formats and problems
Discussion

The results oExperiment3 reinforce thosef Experiments 1 and Zupporting H1A, we observed
thatthe average confidence interval hit rat@shigher for those presented with informatiorexperience
(vs. description) formakVhereas those learmgrirom experience tended to be ungegcise (i.e., 80%
intervals contained the mean expected outcome more than 80% of the time), those learning from
description tended to be precise (i.e., 80% intervals contained the mean expected outcome approximately
80% of the time)We note thathe hit rate of those in the description group varied considerably across
experiments and optionsispection othe hit ratesuggests that the type of distribution mattérs: hit
ratetended to be highavhen the outcome distribution wagnmetrical (for examplejn Figure 6 Panel
B, comparehe nonsymetricalProbkens 1 and 2with the symetrical Problengand 4. This is because
random predictions are more likely to decreidieehit ratein contextswith a skewed true outcome
distribution A clearimplication is that skewed distributions are more diagnostic problenevébuating
prediction precision.

In support of H1B, the outcome distribution of those who had learnedexperiencavasbetter
calibraedthan those who had learned frai®scription This suggests better encoding of information by
those who learned from experience. Interestingdjibrationfor the low variance option, which had the
same distribution in Experiments 2 and 3, was bett&xperiment 3N = 1.34 SD=1.87) than
Experiment AM = 1.67,SD= 2.51),t(1230) = 2.44p = .01 This difference is likely attributable to the
effects of incentives, the different sample group, or both.

One question raised by these findimgkates to how those learning from experience (vs. description)
could be better calibrated and yet less pretge believe this result again highlights how different

operationalizations of precision provide different perspestiveexactly who is overcdident (seealso



29

Appendix A). In these experiments, hatewere scored relative to the expected mean outcome of the
presented outcome distributidn essencell intervals were compared to a esteow draw and that draw
was always the mean outconk®r example, for the high variance option of Problem 3, this was an
outcome of 9As a result, good calibration was associated withry highhit ratefor those learning
from experience. An alternative way to schrerates is relative to ndomdraw fromthe outcome
distribution. For example, for the high variance option of Problem 3, 20% of the tinoaitbisnewould
be 1, 20% of the time thisutcomewould be 17, and 60% of the time tloistcomewould be 9 We note
that this second scoring rule woukHuce overall hit rates and more closely align calibration and
precision measures.
General Discussion

According toMoore, Tenney, et al. (201,5he form of overconfidence focused on in this péper
overprecisioni isinterestingo e c au s e € imbstriosh utshte ffor m o f[witb] ¥ee,rifc onf i den
any, documented reversalduch research has found thhe truth isoftensurprisinglydifferent from
peopl ebs @pagté& Kaiffa,t198d; B8al & Klayman, 2004; Yaniv & Foster, 199Bhe current
set of experiments is therefore particularly compgllbecause it documents one of the few examples of
underprecisioni situations in which the truth tpuite similat o peopl ebés expectations.

In our studies, the degree of precision was measured in terms of hit rateftboa confidence
interval included the true expected mean relative to the assigned confidenc®levaly manipulation
was, prior to judgment, to provide information abtié underlying outcome distribution in one of two
forms: as individual outcomes observed sequentially (i.e., by experience), or as a summary statement
describing the distribution of outcomes (i.e., by description). The information provided was objectively
equivalent yet the format clearly influenced precision levels: Those learning from experience tended to be

underprecise whereas those learning from description tended to b@m@aise orsometimesprecisé?.

121t is worth highlighting that the overall hit rate in the current set of experiments is much higher phian iesearch using
traditional paradigms, where the hit rates rarely clitnva 60% for 90% confidence intervals. One likely explanation for this is
that all information relevant for making a prediction in our experiments was provided during the study itself, thereby tieeluci
impact of memory. A second factor is our uniqueiteition method, which asked for dday forecasts, thus eliciting an outcome
distribution without requiring the participant to explicitly communicate probabilities.
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An individualwho makespredictions thatoo oftenmiss the mark may bepnstructing a confidence
interval that is tomarrowor constructing a confidence interval thaporly calibrated with reality (or
both) Our datasuggesthat the latter image isftenthe more fitting ér those learning frordescription
Observationgnadein Experiment Zevealed thatecalledoutcome distributionsrere muctbetter
calibratedwhenparticipants wer@resented with experienceompared to descriptieibased information.
These observatiorse consistent witlindings demonstrating that individuals y@odat retaining
information acquired fronthe sequentiapresentation of outcomé&oldstein & Rothschild, 2014;
Hogarth & Soyer, 201XKaufmann et al., 2013; Peterson & Beach, 1967; Zacks & Hasher,. 2002)
contrast those presented with descriptibasednformation tended to estimate outcodistributiors
with a higher degree of noise, which was often reflectenaspredicting the likelihood oextreme
outcomesTherefore pur results suggest that leaspart of the reason th#tose learning from
descriptionwereover-precisewasthattheir recollectionof the initial taskrelevant information was
relativelypoor.

Much past research has found a fordapendent difference in risky choice contexts consistent with
the idea that rare outcomaemore overweighted in the description than experience foigaatWulff et
al., 2018 forareview) We observed such a éanddason BExpgeringrsdod i n EXx p e
one problemHowever, we did not observe a gap dox of thefour problems in Experiment 3. These
observations are nohprecedenteih light of studies findinggmall,zerg andsometimesven reversed
choicegays, particularlywhen people are presented wsthallrepresentativeamplessuch as in our
experimentgCamilleri & Newell, 2011; Fox & Hadar, 2006; Glockner et al., 2016)

How do these observations help us to understand past findings of overconfidencé& Bgseflect
on the kind of questionzarticipants have been presemngth in previousstudies.Typically, they have
beengeneral knowledge, trivitype questiongn domains ranging from science to history to spdtts
example Soll and Kayman (2004asked participants to construct confidence interaedsindthe invoice
price of a sedan, the winning percentaga basketballeam college®overall quality score, average

moviebox officeresults human fertility rates of different countries, the year in which a variety of devices
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and processes were invented or discoveandthe average daily high July temperature of major cities
around the worldFor most of these questions, it is clear thaividedge was attained primarily from
description Take the questioof estimating thénigh temperature in Sydney on the first day of next
summer Apart from those lucky enough to live in Sydnal relevant knowledge must come from
description(e.g., looking up the weather canwebsite seeing thesunshinen a postcard photographur
contention is that descriptidmased information is encoded in a fundamentally different way than
experiencebased informatiogCamilleri & Newell, 2013)

We propose that when learning from experience, each observed outapbdidly stored irio
memoryto serve as the basis of a representation. This assumption is consistent with recent exemplar
theories of choicéAshby & Rakow, 2014; Gonzalez & Dutt, 2011; Hawkins, Camilleri, Heathcote,
Newell, & Brown, 2014; Lejarraga, Dutt, & Gonzalez, 2048} also many other areas of cognition
including theories otategorizatior{fNosofsky, Palmeri, & McKinley, 1994 Correspondingly, we
propose that when learning framescription people use the description to mentally simulate a set of
sample outcomes that are explicitly stored into menmserve as the basis of a representation. This
assumption is also consistent with recent choice models attempting to captebakimrof both
description and experiencbased choices within a gjie frameworkErev, Ert, Plonsky, Cohen, &
Cohen, 2017; Erev et al., 2008; Lin, Donkin, & Newell, 2015)

We proposethat outcomes are imperfectly stored into men{etawkins et al., 2014; Lin et al.,
2015) According to our conceptualizationhen learning from experiendie persorautomatically
makes an implicit prediction regarding thiture outcome(Friston, 2005; Hohwy, 2013This prediction
could be a random sample from the existing represent®malized outcomes that produce a predtetio
error will be more accurately stor@éidamin, 1969; Mackintosh, 1975; Pearce & HaB80; Rescorla &
Wagner, 1972)Note that the experience format, where outcomes are presented sequentially, naturally
allows forprediction error whereas the description format does not. According to our theory, this is the

main source of formadependent differences in judgment andisiens.
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We speculate that recollection of the past outcome distribution is produced by a process of randomly
sampling from the (imperfectly represented) outcome distribiifioslin et al., 2007)Similarly, we
speculatehat generating an expected future outcome distribution is produced by a process of randomly
sampling from amoothedrersion of the (imperfectly represented) outcome distidioutihis smoothing
process conservatively redistributes the outcome distributiandount for idiosyncrasies in the observed
databy making it | es sawdrketmayphpve prodécedrl8 widgetsntvade st week,
which is well above his avega of 9. The smoothing procegsognzesthat these outliers could have
very easily been 17 and 18 widgets and so this outcome in the future should not be very surprising.
Naturally, this smoothing process is informed by any knowledge of the underlysiganmiem producing
the outcomesSupport for this idea can be seerigure 3by noting the differences betweegcalledand
predicted outcome distributionSor example, in Panel B, regardless of format, participants indicated that
the probability of thextreme 18 outcome was less likely in the future than it was in thepastitantly,
in Experiment 2, choices were better predicted by future outcome predictither than theecollection
of thepresented outcome distribution.

Finally, weproposehatchoice is determined kthe selectionof the option with the highest expected
value which is derived directly from thremoothedrersion of the (imperfectly represented) outcome
distributionfor each optionSupport comes from the finding that when this choice rule made a prediction
it was very oftercorrect 87% in Experiment 1, 87% in Experiment 2, and 70% in Experimértis.
connection between choice and predicted outcomes supports our asslingpiEotiat is consistent with
several other recent modélshat both estimates and choices emerge from the same underlying
representationfKiani & Shadlen, 2009; Merkle & Van Zandt, 2006; Moran et al., 2015; Pleskac &
Busemeyer, 2010; Ratcliff & Starns, Z)Man den Berg et al., 2018)loreover,choiceswereequally
well predicted irall of our experimentgrespective of the initial learning form&this suggests that
formatdependent differencés choice stem from the representation of the information rather than how

thatrepresentabn is applied.
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Under this account, the descriptierperience choice gap emerges because those learning from
description have a relatively poorer representation of the future outcome distribution. In particular, they
have a much stronger belief in raegtreme outcomes occurring in the future, at least in contexts with
normal or skewed outcome distributions. For example, in Experiment 2, those learning from description
predicted extreme events 22% of the time whereas those learning from experientedpeatieme
events 14% of the time. A higher anticipation of a rare event changes the expdatadiculation

This sketched account could be investigated further by examining elements of the decision and
memory processes thought to be involviedpartcular, encouragement to consider more or varied
samplegHayes, Hawkins, & Newell, 2016; Koriat, Lichtenstein, & Fischhoff, 1980; Walters, Fernbach,
Fox, & Sloman, 2016)andindividual differences iworking memory capacitfDougherty & Hunter,
2003a, 2003b; Kareev, 1995; Rakow, Demes, & Newell, 2008)re research is also encouraged to test
contexts that are different from the hiring manager scenario used in these experiments.

Practical Implications

The primary implication of this research is thabplearebetter able to learn about an outcome
distribution when information about it is presented in an experience format compared to a description
format.Better calibratiorallows those who have learned from experience to melkévely more
predictions about the fututbatfhitd the mark In situatiors where the underlying outcome distribution is
normal or skewed, which we would argue is most situations, then those learning from expedearise
less likely to overestimate the possibility of extreme outcomes.

An obvious lesson fathosemaking preditions is to try, wherever possible, to learn from
experiencebased information. For example, there have been several demonstrations of the benefits of
sample simulator@Hawkins et al., 2015; Hogarth & Soyer, 2011; Kaufmann et al., 26i8yever, care
must be taken becausanse contexts may be less amenable to applying experience than others, such as
when the elements of the il experienceepresenbnly a subset athe elementgso be predicted
(Hogarth & Soyer, 2016 Anotherpotentially fruitful approaclis to encouraggoint decisions between an

individualwho has learned fromlescriptionand another person who has learned from experience. Initial
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evidence suggests that such a Awisdom of the c¢cr owi
biaseqLejaraga & MillerTrede, 2016)

Previous research has highlighted the distinction between choosing the best overall option and
exceeding a stretch performance tafifettzner, Read, Stewart, & Brown, 2018) stretch performance
targetrefers to obtaining an outcome well above averdgigen seeking to meet a stretch target the
variance of performance, additionto themean performance, becomes important. For exargple
achieve a stretch targite bespption may be one with high variance, even if on most occasians
optionproduesfewerreturns than a low variance optiddn implication of our work is that estimated
variance is moderated by how information is acquired. Therefore, managers pursuing a stretch target may
be more likely to prefer candidates learned about from déscerifhan comparable candidates learned
aboutby experience because of differences in predicted future performance variance.

Managers are often the recipients of advice that must be integrated to make a decision. Previous
research suggests thalvesers wio learnfrom description(vs. experience) providdeir advice relatively
more confidently, and this adviég oftenmorepreferred by decisiemakers(Benjamin & Budescu,

2015) In this study, decisiomakers were not told the formiay which advisers learned their

information. An implication of the current researchisth&a nager s 6 deci si dfthey coul d
aretrained to ask themdvisers how advieeelated information was learned and discount the advice from
advisors who have learned fratascription

Conclusions

Our observations suggest that learning from experiéeniat is,from sequentially observed
outcomes leadsto relativelybetterencodingandinferences about the propertiestioé outcome
distributiors underlying alternative optiond his superiority produces relativdbgtter calibrated
predictiors compared to when learning frodescriptioni that is,from astaed summary of th@utcome
distributions Most peopl® behavioris consistent with a choice ruteat simply selectthe option with

the highespredictedexpected value. Given thigiarning fromexperienceendsto producea lower



expectatiorof extreme gents,thoselearning from experienceometimepreferoptions with better

outcomes most of the time.
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Figure 1. Averageproportion of 90% confidence intervals that contain the true mean as a funciismafin
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horizortal line representa 90%hit rate
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Figure 2
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Figure 2.Averageproportion of 80% confidendetervals that contain the true mean as a function of format,
problem, and estimate type Bixperiment 2A: Low variance option. B: High variance optidrhe outcome
distribution for thdow variance optiomvas 8(.3), 9(.4), 10(.3) for all problems. The outcome disitrbution for the
high variance option waK.2), 10(.2), 11(.4), 12(.Zpr Problem 1, ané(.4), 7(.2), 8(.2), 18(.Zpr Problem 2The
darkhorizortal line represents 80%it rate
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Figure 3. Average estimatelik elihood of each outcome as a function of format, problem, and estimate type in
Experiment 2A: Low variance option. B: High variance optiorhe outcome distribution for tHew variance
optionwas 8(.3), 9(.4), 10(.3) for all problems. The outcome disitrbution for the high variance optié( 2)as
10(.2), 11(.4), 12(.2jor Problem 1, ané(.4), 7(.2), 8(.2), 18(.Zpr Problem 2Note: values above 20 were
rounded down to 20 in this figure
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Figure 4
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Figure 4.Proportionof high variancechoices as afunction of format and problem Bxperiment 2The outcome
distribution for thdow variance optiomvas 8(.3), 9(.4), 10(.3) for all problems. The outcome disitrbution for the
high variance option waK.2), 10(.2), 11(.4), 12(.Zpr Problem 1, ané(.4), 7(.2), 8(.2), 18(.Zpr Problem 2.
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Figure 5
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Figure 5.Proportionof choices correctly predied by the direction of the difference between the implied mean of
thedistribution of outcomes for théow and high varianceptions as a function of format, problem, and estimate
type inExperiment 2
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Figure 6.Averageproportion of 80% confidendeatervals that contain theue mean as a function of format and
problem inExperiment 3A: Low variance option. B: High variance optiorhe outcome distribution for tHew
variance optiomwas 8(.3), 9(.4), 10(.3) for alkpblems. The outcome disitrbution for the high variance option was
1(.2), 11(.8) 12(.2)for Problem 17(.8), 17(.2)or Problem 21(.4), 9(.2), 17(.4jor Problem 3, and(.2), 9(.6),
17(.2)for Problem 4The darkhorizortal line represents 80%it rate
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Figure 7. Average estimatelik elihood of each outcome as a function of formaatdproblem inExperiment 3A:
Low variance option. B: High variance optidrhe outcome distribution for tHew variance optiowas 8(.3), 9(.4),
10(.3) for all problems. The outcome disitrbution for the high variance optiod@&s 11(.8) 12(.2)for Problem
1,7(.8), 17(.2)or Problem 2.1(.4), 9(.2), 17(.4jor Problem 3, and(.2), 9(.6), 17(.2Jor Problerm.



53

Figure 8
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Figure 8 Proportionof high variance choices adunction of format and problem in ExperimehtThe outcome
distribution for thdow variance optiomvas 8(.3), 9(.4), 10(.3) for all problems. The outcome disitrbution for the
high variane option wad (.2), 11(.8) 12(.2)for Problem 17(.8), 17(.2)for Problem 21(.4), 9(.2), 17(.4jor
Problem 3, and(.2), 9(.6), 17(.2jor Problem 4.
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Appendices

Appendix A

Figure Aldisplays the relation betwedit rate, interval width, andalibrationfor eight groupsn a
hypothetical prediction scenariBach group comprises 5 participarithe thin dotted lines represent
each individual 6s 80% confidence i apgsepresenithe The
average 80% confidence intervals for each group. The normal distributions represent the average
estimated distribution from each group. The leftmost distribution and interval located in the shaded area
indicate the trueutcomedistribution. The thin horizontal line indicates the mean expected outddine.
rate is defined afprecis@ (i.e., 80% of intervals contain the mean outcorfieyerprecis® (i.e., less
than 80% of intervals contain the mean outcomefiunderprecisé (i.e., morethan 80% of intervals
contain the mean outcome). Interval width is definetibascis® (i.e., the interval is the same size as the
one based on the true outcome distribytiGaverprecisé (i.e., the interval is smaller than the one based
on the true atcome distribution)or undefprecise(i.e., the interval is larger than the one based on the
true outcome distributioniCalibrationis defined usingjualitative labed of flowo, fimoderaté, or fihigho.

The different groups show possible scenarios in which hit rate and interval width conflict, most

notably for Group 2 and For example, those in in Gro@pare considered: (1)nderprecise in terms of

hit rate because t hi sntgvaleincludesthesnedn expdcteddolt@me onf i den.

than 80% of the time (i.e5,out of 5 times); (2) oveprecise in terms of interval width because the

groupds average 80% confidence interval width i

the true outcome distribution; (8pod calibratorb e c ause t he groupbs average

each outcome islose tothe true probability of each outcome.contrastthose in in Groupy are

S :

p

considered: (19pverprecise interms of hitratebeaus e t hi s groupds set of 80%

includes the mean expected outcdessthan 80% of the time (i.€3 out of 5 times); (2underprecise in

terms of interval width because t hearggrthanthe8®% aver a;

confidence interval derived from the true outcome distributionp@®y calibratiorb e cause t he gr ou

average predicted probability of each outcomiarigromthe true probability of each outcome.
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Figure Al The relation between hit rate, interval width, aadlbrationfor eight groups in a
hypothetical prediction scenario.
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Appendix B

If we asked you to estimate how many sales Landry and Azariah would make each day on average if you kept them both
working, you probably wouldn't be exactly sure.

Despite your uncertainty, please give us two numbers below for each worker: a 'lower bound' and an 'upper bound' for how
many sales you think Landry and Azariah would make each day on average if you decided to keep them both working.

The 'lower bound' is a number so low that there is only a 5% probability that the average number of sales would less than

that number. Similarly, an 'upper bound' is a number so high that there is only a 5% probability that the average number of
sales would be more than that number.

In other words, you should be 90% confident that the average number of sales for Landry and Azariah would fall between
the lower and upper bounds if you kept them both working.

(Note: Your lower bound must be lower than your upper bound, and your upper bound must not exceed 20)

Lower Bound Upper Bound

Average number of
Landry sales

Average number of Azariah
sales

Screenshot of the question asked of participants to determine their confidence interval around average future sales
for eat worker inExperiment 1 The lower bound and upper bound were required to be integers between the values
of 0 and 20. The lower bound was required to be smaller than the upper bound.
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Appendix C

Day 1 sales:

Landry Azariah
18 sales 8 sales

Screenshot of the information provided to participdedsning from experienebased information. There were nine
other similar screens indicating the performanceaxch of terdays in bothExperiment Jand 2
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Appendix D

Screenshot of the information provided to participants learning from descrised information ifexperiment 2



